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1. Introduction and Notation

1.1. This paper originates in the author’s attempt to find a common framework for 
work of Carlitz [6], Hayes [22], [23], Galovich-Rosen [8], and the author [11], [10], [12] 
Ch. IV and VI about division points of Drinfeld modules of rank 1 and of higher rank. 
Since long time it appeared that the product formulas for periods of Drinfeld modules 
of rank 1 given in [12] Ch. IV, for discriminants in the higher rank case ([12] Ch. VI, 
[19], see also [1]), and similar expressions for the respective division points, should have 
a common source.

Ideally, one would hope for a representation of the discriminant as a (suitably regu-
larized as in [12] Ch. IV) product over the elements of the period lattice, and such that 
the division points are described by partial products.

That this is essentially true is the content of Theorem 7.4 along with its corollaries.

1.2. Let us introduce some notation. Throughout, K is a global function field with 
Fq as its field of constants, where q is a power of the prime number p, and “∞” is a 
fixed place of K, of degree d∞ over Fq. We let A ⊂ K be the Dedekind ring of elements 
of K regular away from ∞. Equivalently, K is the function field of a smooth projective 
geometrically connected curve C over Fq, and A = OC(C ∖ {∞}). Such rings are called
Drinfeld coefficient rings for short. As q is fixed throughout, we omit it from notation and 
write F for Fq. Let further K∞ be the completion of K at ∞, and π ∈ K a uniformizer 
at ∞. We normalize the absolute value | . | = | . |∞ by

|π|−1 = q∞ := qd∞ , (1.2.1)

and let C∞ be the completed algebraic closure of K∞ with respect to | . |.

1.2.2. The most simple example is where C is the projective line and “∞” the usual 
place at infinity, so K = F(T ) with an indeterminate T , A = F[T ], and K∞ = F((T−1)). 
For x ∈ C∞, we let

log x = logq|x| (x �= 0) and log 0 = −∞. (1.2.3)

If 0 �= x ∈ A, then log x agrees with deg x = dimF A/(x).

1.3. An A-lattice in C∞ is a finitely generated (hence projective of some rank r) 
A-submodule Λ of C∞ which is discrete in the sense that it has finite intersection with 
each ball of finite diameter in C∞.

Fix r ∈ N = {1, 2, 3, . . . } and put V := Kr, V∞ := Kr
∞. An A-lattice in V is a finitely 

generated A-submodule Y of V of full rank r. Let

Ψ = Ψr := {ω = (ω1, . . . , ωr) ∈ Cr
∞ | ω1, . . . , ωr K∞-linearly independent} (1.3.1)
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be the Drinfeld space of dimension r. To each ω ∈ Ψ there corresponds an embedding

iω : V ↪−→ C∞.

v = (v1, . . . , vr) �−→ vω :=
∑

1≤i≤r

viωi.
(1.3.2)

It has the property: Given a lattice Y in V and ω ∈ Ψ, the set Λ = Yω := iω(Y ) is 
an A-lattice in C∞. Vice versa, given a lattice Λ ⊂ C∞, the choice of a K-basis of KΛ
yields an ω ∈ Ψ and Y ⊂ V such that Λ = Yω. We note that

Ω = Ωr := C×
∞\Ψ (1.3.3)

is the classical Drinfeld symmetric space as defined in [7].

1.4. To each Λ as above, we let

eΛ : C∞ −→ C∞

z �−→ z
∏′

λ∈Λ 
(1 − z/λ) (1.4.1)

be its exponential function. Here and in the sequel we use the

Convention∏′
(· · · ) resp. 

∑′
(· · · ) is the product resp. sum over the non-zero elements of the 

respective index set.
The main properties of eΛ are easily established: The product converges and defines 

an F-linear map onto C∞ with kernel Λ. Furthermore, for each 0 �= a ∈ A, there exists 
a polynomial φΛ

a ∈ C∞[X] of shape

φΛ
a (X) = aX +

∑
1≤i≤r deg a

a�iX
qi (1.4.2)

such that the diagram

0 Λ C∞ C∞ 0

0 Λ C∞ C∞ 0

a

eΛ

a φΛ
a

eΛ

(1.4.3)

is commutative. Its coefficients a�i = a�i(Λ) = a�
Y
i (ω) if Λ = Yω depend on Λ or on 

ω ∈ Ψ, and the discriminant

Δa(Λ) = ΔY
a (ω) := a�r deg a(Λ) (1.4.4)
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doesn’t vanish. It is well-known that the collection {φΛ
a | a ∈ A} (where φΛ

0 = 0) defines 
a Drinfeld A-module φΛ over C∞, which establishes a bijective correspondence (see, e.g., 
[7], [21], [27])

{A-lattices in C∞ of rank r} ←→ {Drinfeld A-modules over C∞ of rank r}. (1.4.5)

We note that for 0 �= c ∈ C∞

a�i(cΛ) = c1−qi
a�i(Λ) (1.4.6)

holds. In fact, the a�i are modular forms for the group ΓY = GL(Y ) of weight qi− 1 and 
type 0 ([2], [19]).

1.5. Assume that Λ = Yω and 0 �= a ∈ A as before. By (1.4.3) and the properties of 
eΛ, the

dYu (ω) := eYω (uω) (1.5.1)

with u ∈ a−1Y ∖ Y are the non-trivial zeroes of φΛ
a (X), i.e., the a-division points of φΛ, 

and depend only on the class of u in a−1Y/Y . Hence we may write

φYω
a (X) = aX

∏′

u∈a−1Y/Y

(1 − dYu (ω)−1X). (1.5.2)

In particular,

ΔY
a = a

( ∏′

u∈a−1Y/Y

dYu

)−1
= aΔY

(a) (1.5.3)

as functions of ω. That is, ΔY
(a) is ΔY

a deprived of the factor a.

1.6. Given two lattices Λ ⊂ Λ′ of rank r in C∞ (we call these a lattice pair of rank 
r in C∞, and also write Λ′|Λ for this data), the index [Λ′ : Λ] is finite, say, [Λ′ : Λ] = qd. 
In analogy with (1.4.2) and (1.4.3), there exists an F-linear polynomial ϕ (that is, a 
polynomial where only 1, q, q2, . . . appear as exponents) with linear coefficient 1 (i.e., 
its derivative ϕ′ equals 1) and of degree qd such that

eΛ′
= ϕ ◦ eΛ. (1.6.1)

If φ = φΛ and φ′ = φΛ′ are the associated Drinfeld modules, then ϕ describes an isogeny 
from φ to φ′. More generally, if φ, φ′ are arbitrary Drinfeld A-modules of rank r, where 
φ = φΛ, φ′ = φΛ′ , and ϕ : φ → φ′ is an isogeny with ϕ′ = c ∈ C∞, then c �= 0, 
Λ ⊂ c−1Λ′, and replacing Λ′ with c−1Λ′ yields a lattice pair Λ′|Λ = Y ′

ω|Yω, which means 
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that ϕ′ = 1. Hence the collection of lattice pairs Y ′|Y in V controls the collection of all 
possible isogenies of Drinfeld A-modules of rank r. In the above situation, we define

Δ(Λ′|Λ) = ΔY ′|Y (ω) := the leading coefficient of ϕ, (1.6.2)

and call it the discriminant of ϕ, or of Λ′|Λ. Hence Δ(a) as defined in (1.5.3) equals 
Δ(a−1Λ|Λ) = Δa−1Y |Y (ω). Generalizing (1.5.3), we have

ΔY ′|Y (ω) =
( ∏′

u∈Y ′/Y

dYu (ω)
)−1

. (1.6.3)

1.7. The family of all dYu and ΔY ′|Y , where u runs through V = Kr and Y ′|Y through 
the set of lattice pairs in V , has some formal properties which are close to defining a 
distribution on the set

Y = {(u, Y ) | u ∈ V, Y an A-lattice in V } (1.7.1)

(see Section 2 for definitions). Our Theorem 7.4 along with its corollaries may be stated 
in simplified form as follows.

Main Theorem. 

(i) Given a lattice Λ of rank r in C∞, there exists a canonical discriminant Δ(Λ) such 
that for each 0 �= a ∈ A,

Δa(Λ) = sgn(a)Δ(Λ)(q
r deg a−1)/wr (1.7.2)

holds. Here wr = qr∞ − 1, and sgn(a) is a (q∞ − 1)-th root of unity (see 5.1). If 
Λ = Yω with ω varying through Ψ, then ΔY (ω) = Δ(Yω) defines a modular form 
of weight wr and type 0 for ΓY = GL(Y ).

(ii) Let O(Ψ)∗ be the multiplicative group of invertible holomorphic functions on the 
Drinfeld space Ψ = Ψr. Then

F : Y −→ O(Ψ)∗

(u, Y ) �−→
{

(dYu )wrΔY (u / ∈ Y )
ΔY (u ∈ Y )

(1.7.3)

is a distribution on Y.
(iii) Both sorts of functions, dYu (ω) and ΔY (ω), may be evaluated through simple prod-

uct formulas in terms of Y , u, and ω (see Theorem 7.4).

As a by-product, we get the sizes |Δ(Λ′|Λ)|, |Δ(Λ)|, |dYu (ω)| of the involved functions 
(see Corollary 7.8 and Section 8).
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1.8. We start in Section 2 with defining the domain Y and the notions of distributions 
and derived distributions on it. In Section 3, the basic relations between the functions 
dYu and ΔY ′|Y are investigated. These are such that they form a derived distribution on 
Y with values in the group O(Ψ)∗, in fact, with invertible modular forms as values. As 
a consequence of the relations, we describe in Theorem 3.5 the multiplicative action of 
Hecke correspondences on the discriminant forms ΔY ′|Y . This is analogous with (but in 
view of the unbounded rank r more general than) the results of Gilles Robert [25], [26] 
about the classical elliptic discriminant.

In view of the decomposition of the multiplicative group (see (5.1.3))

C∗
∞ = πQ × μ(C∞) × U (1)(C∞),

where μ(C∞) and U (1)(C∞) are the roots of unity and the 1-units in C∞, respectively, 
we next study certain distributions with values in Q, in U (1)(C∞), and in μ(C∞), in 
Sections 4, 5, and 6. The μ(C∞)-valued distributions, treated in Section 6, behave dif-
ferently and are delicate to handle. For the Q-valued distributions, we introduce the 
Z-function of a lattice Λ, an invariant analogous with the zeta function of a variety over 
a finite field.

This enables us to show in Section 7 our main result Theorem 7.4 (essentially item (iii) 
of the Main Theorem announced above) and some of its consequences, among which the 
definition of the canonical discriminant Δ. We should note here that such a discriminant 
has been defined in [2] and [19], but in each case only up to roots of unity. Here, due to 
the analysis in Section 6, we get the precise value of that root of unity, and thereby the
canonical Δ(Λ) = ΔY (ω).

We conclude in Section 8 with an application to the situation of 1.2.2, where A = F[T ]. 
This connects the present results with existing ones (cases r = 1 and 2), and produces 
new ones about sizes of modular forms (r = 2 and 3).

Notation

• F = Fq the finite field with q elements, of characteristic p
• K a global function field with F as field of constants
• ∞ a fixed place of K, of degree d∞ over F
• A the Dedekind subring of K of elements regular off ∞
• K∞ the completion of K at ∞, with a uniformizer π ∈ K

• C∞ the completed algebraic closure of K∞
• | . | the absolute value on C∞ with value group qQ, normalized by |π|−1 = q∞ = qd∞

• log x = logq|x| (0 �= x ∈ C∞), log 0 = −∞
• w := q∞ − 1, wr := qr∞ − 1
• r ∈ N = {1, 2, 3, . . . } a fixed natural number, the rank of our situation (usually 

omitted from notation)
• V = Kr, V∞ = Kr

∞, Y , Y ′ A-lattices in V
• Y = {(u, Y ) | u ∈ V, Y ⊆ V a lattice}
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• Ψ = Ψr, Ω = C∗
∞\Ψ the Drinfeld spaces with groups O(Ψ)∗ resp. O(Ω)∗ of invertible 

holomorphic functions
• Λ, Λ′ A-lattices of rank r in C∞
• ΛN = {λ ∈ Λ | log λ ≤ N}, ΛN,N ′ = ΛN ′ ∖ ΛN (N ≤ N ′)
• eΛ, φΛ exponential function and Drinfeld A-module associated with Λ
• dYu (ω) division point/function of φΛ, where Λ = Yω with ω ∈ Ψ
• ΔY

a , ΔY
(a), ΔY

n , ΔY ′|Y various discriminants/discriminant functions

2. Distributions and derived distributions on Y

For some background and motivation on distributions in the number field case, see 
[24] Ch. I. Throughout, A is a fixed Drinfeld coefficient ring as described in 1.2, and r a 
fixed natural number.

Definition 2.1. We let Y = Yr be the set of pairs (u, Y ) as in (1.7.1), where u ∈ V = Kr

and Y ⊂ V is an A-lattice. We call Y the distribution domain for the fixed data A and 
r. Given an additively written abelian group M , an M -valued distribution on Y is a 
function f : Y → M subject to

f(u, Y ) depends only on the class of u modulo Y ; (2.1.1)

if Y ′|Y is a lattice pair in V and v ∈ V , then

∑
u∈V/Y

u≡v (modY ′)

f(u, Y ) = f(v, Y ′). (2.1.2)

2.2. The prototype of a distribution on Y comes out as follows. Assume that m : V →
M is a function such that for each (u, Y ) ∈ Y, the infinite sum

f(u, Y ) :=
∑
x∈V

x≡u (modY )

m(x) (2.2.1)

converges (which requires a suitable topological structure on M). Then (2.1.1) and (2.1.2)
are trivially fulfilled, and f defines a distribution. This remains true if the sum in (2.2.1)
is replaced by 

∑′
.

2.3. More specifically, for each ω ∈ Ψ, (u, Y ) ∈ Y, and k ∈ N, define

EY
k,u(ω) :=

∑′

x∈V
x≡u (modY )

(xω)−k, (2.3.1)
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where xω =
∑

1≤i≤r xiωi ∈ C∞. The sum converges and defines a holomorphic function 
EY

k,u on Ψ, the Eisenstein series of weight k and shape (u, Y ). In fact, EY
k,u is a modular 

form of weight k for a suitable congruence subgroup of ΓY = GL(Y ). For details, see e.g. 
[20], [2], or [19]. Therefore, the system {EY

k,u} with k fixed describes a distribution with 
values in the C∞-algebra of modular forms.

2.4. Let f : Y → M be a distribution. Its derivative Df = g is the function g : Y →
M defined by

g(u, Y ) := f(u, Y ) − f(0, Y ). (2.4.1)

Since g ≡ 0 on Y∖Y∗, we regard it as a function on

Y∗ := {(u, Y ) ∈ Y | u / ∈ Y }. (2.4.2)

If Y ′|Y is a lattice pair in V , we define the discriminant Disc(g)Y ′|Y of Y ′|Y with respect 
to g as

Disc(g)Y
′|Y := −

∑′

u∈Y ′/Y

g(u, Y ). (Note the minus sign!) (2.4.3)

By direct calculation, we find for v ∈ V :

∑
u∈V/Y

u≡v (modY ′)

g(u, Y ) + Disc(g)Y
′|Y = g(v, Y ′), (2.4.4)

and for a tower Y ′′|Y ′|Y :

Disc(g)Y
′′|Y = Disc(g)Y

′′|Y ′
+ [Y ′′ : Y ′] Disc(g)Y

′|Y . (2.4.5)

Moreover,

Disc(g)Y
′|Y = [Y ′ : Y ]f(0, Y ) − f(0, Y ′). (2.4.6)

Note that the definition (2.4.3) of Disc(g) as well as (2.4.4) and (2.4.5) involve only g
but not f , and (2.4.5) is a consequence of (2.4.4) and (2.1.1) for g without reference to 
f .

Definition 2.5. A derived distribution on Y with values in M is a function g : Y∗ → M

subject to (2.1.1), i.e., g(u, Y ) depends only on the class of u modulo Y , and (2.4.4), 
where Disc(g)Y ′|Y is defined in (2.4.3) (and thus to (2.4.5), by the remark above).
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It is a major problem to decide whether a given derived distribution g comes in fact 
as the derivative of a distribution f (a primitive of g) as above. We note the trivial 
observation:

Lemma 2.6. 

(i) Both the sets of distributions f and of derived distributions g are abelian groups, 
and f �→ Df = g is a homomorphism.

(ii) If M has no p-torsion then a primitive f of g is unique up to adding a constant 
distribution. Here a distribution f is constant if f(u, Y ) = f(0, Y ) and f(0, Y ′) =
[Y ′ : Y ]f(0, Y ) for all u ∈ V and lattice pairs Y ′|Y .

For the next definition, we suppose that M is a Hausdorff topological group, so that 
the occurring limits are meaningful.

Definition 2.7. 

(i) Let f : Y → M be a distribution. It is motivated by m : V ∖ {0} → M if there 
exists a norm ‖ . ‖ on V∞ such that

f(u, Y ) = lim
N→∞

∑′

x∈V
x≡u (modY )
logq‖x‖≤N

m(x). (2.7.1)

(ii) A derived distribution g : Y∗ → M is motivated by m if

g(u, Y ) = lim
N→∞

( ∑′

x∈V
x≡u (modY )
logq‖x‖≤N

m(x) −
∑′

y∈Y
logq‖y‖≤N

m(y)
)
. (2.7.2)

Remarks. 

(i) As one easily verifies, the choice of the norm ‖ . ‖ on the finite-dimensional K∞-
vector space V∞ is irrelevant, as all norms are equivalent. Typical norms on V∞ are the 
‖ . ‖ω with ω ∈ Ψ, where ‖x‖ω = |xω|.

(ii) If the distribution f is motivated by m, so is its derivative g = Df .
(iii) Given m : V ∖ {0} → M such that the limits in (2.7.1) (resp. (2.7.2)) always 

exist, it defines a distribution (resp. derived distribution) on Y.
(iv) If the topology on M is discrete, each limit limN→∞ xN is stationary, that is, 

limN→∞ xN = xN for N sufficiently large.
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We will see at once that the division forms dYu (ω) define a derived distribution. Later 
it will come out that it is motivated by m : x �→ xω, but in general, it isn’t the derivative 
of a distribution.

2.8. At several occasions, we will make use of the following easily proved facts. Let 
a, b be natural numbers with c := gcd(a, b). Then

gcd(qa − 1, qb − 1) = qc − 1. (2.8.1)

Let ai ∈ C∗
∞ be finitely many elements with assigned weights ki ∈ Z and the property 

that

∏
ani
i = 1 whenever

∑
niki = 0 (ni ∈ Z).

Then there exists a unique b ∈ C∗
∞ such that

ai = bki/k (k := gcd(ki)), (2.8.2)

and b lies in the group generated by {ai}.

3. Basic properties of the functions dY
u and ΔY ′|Y

Proposition 3.1. Let a lattice pair Y ′|Y and v ∈ V ∖ Y ′ be given. Then the identity

ΔY ′|Y
∏

u∈V/Y
u≡v (modY ′)

dYu = dY
′

v (3.1.1)

holds.

Proof. Fix ω ∈ Ψ and let ϕ be the unique normalized isogeny from the Drinfeld module 
φ = φYω to φ′ = φY ′

ω . Then

eY
′
ω = ϕ ◦ eYω (3.1.2)

and, according to 1.5 and 1.6,

ϕ(X) = X
∏′

w∈Y ′/Y

(
1 − (dYw)−1X

)
= ΔY ′|Y (ω)

∏
w∈Y ′/Y

(X − dYw) (3.1.3)

(where dY0 = 0). The u ∈ V/Y with u ≡ v (mod Y ′) are obtained by u = v − w with 
w ∈ Y ′/Y . Hence, upon inserting dYv (ω) = eYω (vω), the right hand side gives
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ΔY ′|Y (ω)
∏

w∈Y ′/Y

(
eYω (vω) − eYω (wω)

)
= ΔY ′|Y (ω)

∏
u∈V

u≡v (modY ′)

eYω (uω)

= ΔY ′|Y (ω)
∏
u 

dYω
u ,

while

ϕ(eYω (vω)) = eY
′
ω (vω) = dY

′

v (ω). �
3.2. The proposition states that g(u, Y ) := dYu describes a derived distribution with 

values in the multiplicative group C∗
∞ (if the argument ω of dYu is fixed), or in the 

multiplicative group of holomorphic invertible functions O(Ψ)∗ on Ψ (if dYu is regarded 
as a function on Ψ).

We keep this dichotomy in what follows (regarding ω either as fixed or as a variable 
on Ψ), but write in general for simplicity only the case of a constant ω. Then ΔY ′|Y =
(
∏′

u∈Y ′/Y
dYu )−1 becomes the discriminant Disc(g)Y ′|Y as formally defined in (2.4.3), 

and from (2.4.5) we find

ΔY ′′|Y = ΔY ′′|Y ′ · (ΔY ′|Y )[Y
′′:Y ′] (3.2.1)

if Y ′′|Y ′|Y .
Next we give an application of the derived distribution property of the d∗∗ to the 

multiplicative Hecke action on the forms ΔY ′|Y .

3.3. Let p be a prime ideal of A coprime with the lattice pair Y ′|Y , which means 
that p doesn’t divide the Euler-Poincaré characteristic χ(Y ′/Y ) of the finite A-module 
Y ′/Y . We write (p, χ(Y ′/Y )) = 1 for this property. Then canonically,

Y/pY
∼ = −→ Y ′/pY ′, (3.3.1)

which is an r-dimensional vector space over the finite field Fp := A/p. An A-lattice Z
with pY ⊂ Z ⊂ Y has type i for (Y, p) if

dimFp
(Z/pY ) = i (0 ≤ i < r). (3.3.2)

Then

Z �−→ Z ′ := Z + pY ′ (3.3.3)

is a well-defined bijection from the set L(Y, p, i) of lattices of type i for (Y, p) to L(Y ′, p, i), 
with inverse Z ′ �→ Z := Z ′ ∩ Y . We have

#L(Y, p, i) = # GrFp
(r, i) =: c(r)i (p), (3.3.4)
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where GrFp
(r, i) is the Grassmannian of the i-subspaces of Fr

p. Its cardinality c(r)i (p) is 
given by a well-known formula ([28] Ch. III Proposition 3.18; replace p with qp := #Fp), 
for which we currently have no use.

The p-th Hecke correspondence of type i (0 < i < r) is the set-valued map Y �→
L(Y, p, i). Regarding a modular form f for ΓY = GL(Y ) as a certain function f(ω) =
f(Yω) on the set of lattices Λ = Yω isomorphic with Y , the p-th Hecke operator of type
i acts on f through

Tp,i(f)(Yω) =
∑

Z∈L(Y,p,i)

f(Zω). (3.3.5)

(In the notation of Shimura [28] III, Tp,i would be written as T (1, . . . , 1, p, . . . , p) with i
1’s and (r − i) p’s.)

3.4. We postpone the study of Hecke operators in the above sense to possible fu-
ture work. Instead, we investigate products analogous with (3.3.5), and where f is a 
discriminant ΔY ′|Y . That is, we are concerned with a multiplicative Hecke operator T ∗

p,i, 
where

T ∗
p,i(f)(Yω) =

∏
Z∈L(Y,p,i)

f(Zω). (3.4.1)

Assuming the framework of 3.3, where p is a prime of degree d ∈ N, there is the following 
result.

Theorem 3.5. The action of T ∗
p,i on ΔY ′|Y is given by

T ∗
p,i(ΔY ′|Y ) =

(
ΔpY ′|pY

ΔY ′|Y

)e

(ΔY ′|Y )c
(r)
i (p) (3.5.1)

with the exponent c(r)i (p) of (3.3.4) and

e = c
(r)
i (p)qdi(qd(r−i) − 1)(qdr − 1)−1. (3.5.2)

Proof. (i) We will use the so-far established properties of the d∗∗ and Δ∗∗ and the 
geometry of Y/pY ∼ = Fr

p. The frequently occurring c(r)i (p) will be abbreviated by c. For 
Z ∈ L(Y, p, i), we let Z ′ ∈ L(Y ′, p, i) be as in (3.3.3). The diagram of inclusions of lattices

pY ′ Z ′ Y ′

pY Z Y

(3.5.3)

will be crucial.
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(ii) We calculate

T ∗
p,i(ΔY ′|Y )
(ΔY ′|Y )c

=
∏

Z∈L(Y,p,i)

(
ΔZ′|Z

ΔY ′|Y

)
, (3.5.4)

taking into account that ΔZ′|Z and ΔY ′|Y may be written as products of division forms 
dpYu .

(iii) First, we choose representatives for Y ′/pY as follows. From (p, χ(L′/L)) = 1, 
the A-module Y ′/pY splits canonically into its p-primary part Y/pY and its non-p-
part Q, which maps isomorphically onto Y ′/Y . Let P be an F-subvector space of Y
complementary with pY , which we endow via P � → Y/pY with an Fp-structure. In 
particular, Z ∈ L(Y, p, i) corresponds to an Fp-subspace, labeled Z, of dimension i of 
P ∼ = Fr

p. Further, we let Q be an F-vector space system of representatives for Q in Y ′. 
Then

Y ′ = pY ⊕ P ⊕Q, (3.5.5)

and for each Z, its associated Z ′ is Z ⊕Q.
(iv) Now

(ΔY ′|Y )−1 =
∏′

u∈Q 
dYu =

(∏′

u∈Q 

∏
v∈P

dpYu+v

)
(ΔY |pY )#Q−1.

For each subset W of P ⊕Q∖ {0}, put

π(W ) :=
∏

w∈W

dpYw . (3.5.6)

Thus the above becomes

(ΔY ′|Y )−1 = π(P ⊕Q∖ P )π(P ∖ {0})1−#Q. (3.5.7)

(v) We aim to write 
∏

Z ΔZ′|Z in the same format. For u ∈ Q∖ {0},

dZu =
( ∏

v∈P⊕Q
v≡u (modpY )

dpYv

)
ΔZ|pY =

∏
v∈Z

dpYu+v(π(Z ∖ {0}))−1,

and so ( ∏
Z∈L(Y,p,i)

ΔZ′|Z
)−1

=
∏
Z

∏′

u∈Z′/Z

dZu (3.5.8)

=
∏
Z

∏′

u∈Q 

∏
v∈Z

dpYu+v/
(∏

Z

π(Z ∖ {0})#Q−1
)
.
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(vi) Let us first treat the denominator of (3.5.8). In the product

∏
Z

π(Z ∖ {0}) =
∏
Z

∏′

v∈Z

dpYv =
∏′

w∈P

(dpYw )m,

each subscript 0 �= w ∈ P appears with multiplicity

m = c · (qdi − 1)/(#P − 1) (3.5.9)

independently of w. Here c = c
(r)
i (p) = #{Z}, qdi = #Z, #P = qdr. Hence the denomi-

nator of (3.5.8) is

∏
Z

π(Z ∖ {0})#Q−1 = π(P ∖ {0})m·(#Q−1). (3.5.10)

(vii) The numerator of (3.5.8) is

∏
Z

∏′

u∈Q 

∏
v∈Z

dpYu+v =
∏′

w∈P⊕Q

(dpYw )m(w)

with certain multiplicities m(w). Since u �= 0, the subscript w = u + v always lies in 
P ⊕ Q ∖ P . The value w = u with v = 0 appears precisely once for each Z. Hence 
m(w) = c = #{Z} if w = u ∈ Q∖{0}. On the other hand, if w = u+v with v �= 0 (i.e., 
w ∈ P⊕Q∖P∖Q), then m(w) = c·(qdi−1)/(qdr−1), since the #{Z}(#(Q)−1)(qdi−1)
values of w = u + v with v �= 0 in the triple product are evenly distributed over the 
#(P ⊕Q∖P ∖Q) = (#Q− 1)(#P − 1) elements of P ⊕Q∖P ∖Q. So the numerator is

∏
Z

∏′

u∈Q 

∏
v∈Z

dpYu+v = π(Q∖ {0})cπ(P ⊕Q∖ P ∖Q)c(q
di−1)/(qdr−1) (3.5.11)

with c = c
(r)
i (p).

(viii) Combining formulas (3.5.7) to (3.5.11), the obvious

π(W1 ∪ · W2) = π(W1)π(W2) (3.5.12)

for W1 = P ⊕Q∖ P ∖Q, W2 = P ∖ {0}, and simplifying, one finds

∏
Z∈L(Y,p,i)

ΔZ′|Z

ΔY ′|Y = π(P ⊕Q∖ P ∖Q)c�π(P ∖ {0})−c�(#Q−1) (3.5.13)

with � := 1 − (qdi − 1)/(qdr − 1) = qdi(qd(r−i) − 1)/(qdr − 1).
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(ix) It remains to evaluate

π(P ⊕Q∖ P ∖Q)/π(P ∖ {0})#Q−1 = π(P ⊕Q∖ {0})π−1(Q∖ {0})
π(P ∖ {0})#Q

= (ΔY |pY )#Q(ΔY ′|pY ′
)−1ΔpY ′|pY

= ΔpY ′|pY /ΔY ′|Y

by (3.2.1) and [Y ′ : Y ] = #Q. Together with (3.5.13), this gives

∏
Z

ΔZ′|Z

ΔY ′|Y =
(

ΔpY ′|pY

ΔY ′|Y

)c�

with c = c
(r)
i (p) and c� = e as stated in (3.5.1). �

Corollary 3.6. In the situation of the theorem, assume that p is principal, generated by 
n ∈ A.1 Then

T ∗
p,i(ΔY ′|Y ) = ne′(ΔY ′|Y )c (3.6.1)

with the exponent e′ = (1 − [Y ′ : Y ])e and e and c = c
(r)
i (p) as in (3.5.1).

Proof. We use pY ′ = nY ′, pY = nY and the fact that ΔY ′|Y as a modular form has 
weight [Y ′ : Y ] − 1. This gives ΔnY ′|nY = n1−[Y ′:Y ]ΔY ′|Y , and thus the assertion. �
Remarks 3.7. 

(i) The assumption in 3.3 that p is a prime ideal is not essential, and was only made 
for reasons of presentation. Results generalizing Theorem 3.5 can be obtained for multi-
plicative Hecke operators T ∗

n,i for arbitrary ideals n ⊂ A.
(ii) Consider ΔY ′|Y as a modular form for the group ΓY ′|Y = GL(Y )∩GL(Y ′), defined 

on Ω = C∗
∞\Ψ. Let

P : O(Ω)∗ −→ H(BT ,Z)

be the van der Put transform from the multiplicative group of invertible holomorphic 
functions on Ω to the additive group of Z-valued harmonic 1-cochains on the Bruhat-Tits 
building BT = BT r of PGL(r,K∞), see [17] for details. It is GL(r,K∞)-equivariant and 
defines a short exact sequence

1 C∗
∞ O(Ω)∗ H(BT ,Z) 0.P

1 The letter p is occupied by p = char(F).
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Then P (ΔY ′|Y ) belongs to the invariants H(BT ,Z)ΓY ′|Y . As T ∗
p,i(ΔY ′|Y ) = 

const.(ΔY ′|Y )c if p = (n) is principal, P (ΔY ′|Y ) is an eigenform under the additive 
Hecke operator Tp,i that acts on H(BT ,Z)ΓY ′|Y , with eigenvalue c = c

(r)
i (p). It is a 

remarkable fact that this eigenvalue depends only on |p| = qd and i, but neither on p
itself nor on Y ′|Y .

Example 3.8. We present the most simple example to which Theorem 3.5 applies, namely 
the case where as in 1.2.2

A = F[T ], r = 2, Y = A2 and Y ′ = T−1Y. (3.8.1)

Then ΔY ′|Y = Δ(T ) = T−1Δ, where Δ = ΔT is the “usual” discriminant studied, e.g., in 
[13]. Let p = (n) be a prime different from (T ) (which is no restriction as ΔT = ΔT−1), of 
degree d = deg p. Let {e1, e2} be the standard basis of Y . The c(2)1 (p) = qd + 1 elements 
Z of L(Y, p) := L(Y, p, 1) are the sublattices Za (a ∈ A | deg a < d) and Z∞, where

Za = A(e1 + ae2) ⊕Ane2, Z∞ = Ane1 ⊕Ae2. (3.8.2)

By Corollary 3.6, the operator T ∗
p := T ∗

p,1 acts as

T ∗
p (Δ) = neΔqd+1 with e = −(q2 − 1)qd. (3.8.3)

Put ω = (ω, 1), where ω ∈ Ω = Ω2 = C∞∖K∞, and write Za,ω for (Za)ω = A(ω+a)⊕An

and Z∞,ω = (Z∞)ω = Anω ⊕A. Then

Δ(Za,ω) = Δ(nZ ′
a,ω), where Z ′

a,ω = n−1Za,ω = A

(
ω + a

n 

)
⊕A

= n1−q2
Δ(Z ′

a,ω)

= n1−q2
Δ

(
ω + a

n 

)

and

Δ(Z∞,ω) = Δ(nω),

translating between functions on {lattices in C∞} and on Ω. Hence, as functions on Ω,

n(1−q2)qdΔqd+1(ω) = T ∗
p (Yω)

= Δ(Z∞,ω)
∏
a 

Δ(Za,ω)

= Δ(nω)
∏
a 

n(1−q2)Δ
(
ω + a

n 

)
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= n(1−q2)qdΔ(nω)
∏
a 

Δ
(
ω + a

n 

)

and finally the functional equation

Δqd+1(ω) = Δ(nω)
∏
a∈A

deg a<n

Δ
(
ω + a

n 

)
(3.8.4)

for Δ found in [14] Corollary 2.11. Note that this formula was then a consequence of 
deep results about conditionally convergent Eisenstein series on the Bruhat-Tits tree 
T = BT 2 and their behavior under the Hecke operators. Here, the other way round, the 
far more general Theorem 3.5 implies certain Hecke eigenvalues, cf. Remarks 3.7(ii). The 
functional equation (3.8.4) is analogous with the formula

Δp+1(z) = ε(p)Δ(pz)
∏

0≤i<p

Δ
(
z + i

p 

)
(3.8.5)

for the classical elliptic discriminant Δ(z) on the complex upper half-plane, where p ∈ N

is a prime number and ε(p) = −1 if p = 2 and ε(p) = 1 otherwise. It may be derived 
from Jacobi’s product formula Δ = (2πı)12q

∏
n≥1(1 − qn)24; unfortunately, the author 

was unable to find a reference to the certainly well-known (3.8.5).

4. Z-functions of lattices in C∞

In the whole section, Λ is a fixed A-lattice of rank r ∈ N in C∞.

4.1. For N ∈ Q, let

ΛN := {λ ∈ Λ | log λ ≤ N}, (4.1.1)

a finite-dimensional F-vector space. There are various methods to encode the shape of Λ, 
among which the F-spectrum SpecF(Λ) as in [18] 1.9, the growth function s �→ dimF(Λs), 
or the Z-function ZΛ of Λ defined below, which is particularly well-suited for our present 
purposes. All these are equivalent.

4.2. Let S be an indeterminate, and choose a compatible system {S1/n | n ∈ N} of 
n-th roots of S, that is, (S1/n)n/m = S1/m if m | n. This is possible by Zorn’s lemma. 
Define

Z{{S}} :=
⋃
n∈N

Z((S1/n)) (4.2.1)

as the ring of formal Puiseux series in S over Z. Here, as usual, Z((X)) is the ring of 
formal Laurent series in X.
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As Λ is finitely generated as an A-module, there exists a common denominator n ∈ N

for the set {log λ | 0 �= λ ∈ Λ} ⊂ Q. Hence Slogλ is a well-defined power of S1/n. We 
define the Z-function of Λ as

ZΛ(S) =
∑′

λ∈Λ 
Slogλ (4.2.2)

and, more generally, for u ∈ KΛ,

Zu,Λ(S) =
∑′

λ∈KΛ
λ≡u (modΛ)

Slogλ.

Then Z0,Λ = ZΛ, ZΛ and Zu,Λ are well-defined formal Laurent series in some S1/n, and 
therefore Puiseux series in S. Furthermore, ZΛ and Zu,Λ agree up to a finite number of 
terms, since almost all λ ∈ Λ satisfy log λ > log u.

4.3. Writing Λ = Yω, where ω ∈ Ψ is fixed, u ∈ KΛ equals uω with u ∈ V , and the 
map

(u, Y ) �−→ Zu,Y (ω, S) := Zuω,Yω (S) (4.3.1)

satisfies the rules (2.1.1) and (2.1.2). Hence it defines a distribution on Y with values 
in Z((S1/n)). (If we allow ω to vary over Ψ, then the denominator n is unbounded, and 
we must replace Z((S1/n)) with Z{{S}}. This will however play no role in the present 
paper.) We also note the homogeneity property

Zcu,cΛ(S) = Slog cZu,Λ(S) (4.3.2)

for 0 �= c ∈ C∞.
Let Λ and u ∈ KΛ be given, and assume that n ∈ N is a common denominator of 

log u and log λ (0 �= λ ∈ Λ). After some preparation, we will show:

Theorem 4.4. 

(i) Zu,Λ(S) ∈ Z((S1/n)) is in fact a rational function in S1/n. More precisely,

Zu,Λ(S)(1 − qr∞Sd∞) ∈ Z[S1/n, S−1/n] (4.4.1)

is a Laurent polynomial with non-negative coefficients.
(ii) Zu,Λ(1) = −1 if u ∈ Λ and 0 otherwise.
(iii) For N ∈ Q large enough, we have the identity

∑′

λ∈KΛ
λ≡u (modΛ)

logλ≤N

log λ−
∑′

λ∈ΛN

log λ = Z ′
u,Λ(1) − Z ′

0,Λ(1), (4.4.2)
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where Z ′
∗,∗ = d 

dSZ∗∗.
(iv) For c ∈ C∗

∞,

Z ′
cu,cΛ(1) equals Z ′

u,Λ(1) if u / ∈ Λ and Z ′
u,Λ(1) − log c if u ∈ Λ. (4.4.3)

Remark. In view of (i), Zu,Λ and its derivative may be evaluated at S = 1, i.e., at 
S1/n = 1.

4.5. For a given rational number N and d ∈ N, let

N < x1 < x2 < · · · < xs ≤ N + d

be the rational numbers that appear in the half-open interval (N,N +d] as xi = log λ for 
some λ ∈ Λ. Let m1, . . . ,ms be the respective multiplicities, mi := #{λ ∈ Λ | log λ = xi}. 
We call ((x1,m1), · · · , (xs,ms)) the (N, d)-spectrum Spec(N,d)(Λ) of Λ. We say that Λ
is ultimately quasi-periodic with quasi-period d (brief: uqp-d) if there is some N0 ∈ Q

such that for all N ≥ N0, the following relation holds:

If Spec(N,d)(Λ) = ((x1,m1), . . . , (xs,ms)),

then Spec(N+d,d)(Λ) = ((x1 + d, qrdm1), . . . , (xs + d, qrdms)). (4.5.1)

If this is the case for some d, then we call N0 sufficiently large for Λ, written N0 �Λ 0, 
or simply N0 � 0 if Λ is fixed. The following are easy to verify.

4.5.2. If Λ is uqp-d, then the occurring spectral values x1, . . . , xs > N0 are well-
defined modulo dZ (however, the numbering may depend on N);

4.5.3. If Λ is upq-d for d = d1, d2 ∈ N, then it is uqp-g for g := gcd(d1, d2);

4.5.4. If r = rkA(Λ) = 1, then Λ is uqp-d for each d = deg a, where a ∈ A∖ F;

4.5.5. Being uqp-d is stable under taking orthogonal direct sums of lattices in C∞.
(The direct sum Λ = ⊕Λ(i) of lattices Λ(i) is orthogonal, written ⊥Λ(i), if for each 

λ ∈ K∞Λ, λ =
∑

λi with λi ∈ K∞Λ(i), the rule |λ| = maxi|λi| holds.)
Here 4.5.4 is a consequence of the Riemann-Roch theorem, which implies that �(N) :=

dimF(ΛN ) grows as �(N + d) = �(N) + d for N � 0. Hence

4.5.6. In case r = 1, Λ is uqp-d∞, as d∞ = gcd{deg a | 0 �= a ∈ A}.

4.6. We want to show that Λ is always uqp-d∞. By the preceding, this was obvious 
if we could write Λ as an orthogonal sum Λ(1) ⊥ · · · ⊥ Λ(r) of one-dimensional Λ(i). This 
is always possible if the base ring A is a polynomial ring A = F[T ], due to the existence 
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of successive minimum bases (see [16] Sect. 3), but is delicate in general. So we reduce 
the wanted assertion to the polynomial case.

4.7. Let a ∈ A be non-constant, of degree d ∈ N, and put A0 := F[a] ⊂ A, K0 :=
F(a) = QuotA0, K0,∞ := F((a−1)) = the completion of the rational function field K0
at its infinite place ∞0. Consider the diagram of ring/field extensions

A K K∞

A0 K0 K0,∞.

(4.7.1)

It has the following properties:

4.7.2. “∞” is the unique place of K above the place “∞0” of K0;

4.7.3. d = rkA0(A) = [K : K0] = [K∞ : K0,∞] = e · f , where e = −v∞(a) = d/d∞ is 
the ramification index and f = d∞ the residue class degree at ∞0.

Let | . |0 be the absolute value on K0,∞ with its natural normalization |a|0 = q and 
log0 the logarithm function log0 x = logq|x|0 on C∞. Then

log = d · log0 . (4.7.4)

Now rkA0(Λ) = d rkA(Λ) = dr, and the A0-module Λ may be written as Λ = ⊥
1≤i≤dr

Λ(i)

with one-dimensional Λ(i). We have

ΛN = {λ ∈ Λ | log λ ≤ N} = {λ ∈ Λ | log0 λ ≤ N/d} =⊥Λ(i)
N/d, (4.7.5)

as the sum of A0-modules is orthogonal. Since Λ(i) is uqp-1, Λ is uqp-1 as A0-module, 
and then uqp-d as an A-module.

Together with the preceding considerations, we find:

Proposition 4.8. Each A-lattice Λ of rank r in C∞ is ultimately quasi-periodic with quasi-
period d∞.

4.9. Now we come to the

Proof of Theorem 4.4. (i) Let N0 ≥ log u be a rational number such that (4.5.1) is 
fulfilled for N ≥ N0 and d = d∞. Write

Zu,Λ(S) = fu,N (S1/n) + gN (S1/n) (4.9.1)

with
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fu,N (S1/n) :=
∑′

λ∈KΛ
λ≡u (modΛ)

logλ≤N

Slogλ, (4.9.2)

a Laurent polynomial in S1/n, and the tail gN (S1/n), which doesn’t depend on u. Here 
N ≥ N0, and n is a common denominator for the appearing logλ.

Let Spec(N,d∞)(Λ) = ((x1,m1), . . . , (xs,ms)). Due to (4.5.1), we have

gN (S1/n) = (m1S
x1 + · · · + msS

xs)(1 + qr∞Sd∞ + q2rS2d∞ + · · · )
= (m1S

x1 + · · · + msS
xs)(1 − qr∞Sd∞)−1,

(4.9.3)

which gives (i).
(ii) Assume u ∈ Λ . Then

ZΛ(1) = f0,N (1) + gN (1) = #(ΛN ∖ {0}) + #(ΛN+d∞ ∖ ΛN )(1 − qr∞)−1 = −1,

as dimF ΛN+d∞ = rd∞ + dimF ΛN .
Let now u / ∈ Λ . Since λ �→ u + λ is a bijection of ΛN with the set {λ′ ∈ KΛ | λ′ ≡ u 

(mod Λ) and log λ′ ≤ N}, the Laurent polynomial fu,N contains exactly one term more 
than the corresponding polynomial f0,N for Z0,Λ = ZΛ, viz, the term Slogu. Hence 
Zu,Λ(1) = Z0,Λ(1) + 1 = 0.

(iii) We have d 
dS (Slogλ)|S=1 = log λ, and the stated formula (4.4.2) follows from 

Zu,Λ(S) − Z0,Λ(S) = fu,N (S1/n) − f0,N (S1/n) for N � 0.
(iv) follows from (4.3.2) and (ii). �

Remark 4.10. By (4.3.1) for each ω ∈ Ψ, the rule f : (u, Y ) �→ Z ′
uω,Yω

(1) yields a Q-
valued distribution. The formula (4.4.2) in Theorem 4.4 may be stated as: The derivative 
g = Df of the distribution f is motivated by m : V ∖ {0} → Q, m(x) = log xω.

5. 1-units

Having the distributions (Z∗,∗) and (Z ′
∗,∗(1)) with values in characteristic zero, we 

next define a similar distribution with values in pro-p-groups.

5.1. We make the following choices:

• π ∈ K, a uniformizer at ∞;
• for each n ∈ N, an n-th root π1/n ∈ C∞ of π, and such that for m | n, the rule 

(π1/n)n/m = π1/m is satisfied.

As with roots S1/n of S in the last section, this requires Zorn’s lemma in the general 
case, but as before, we will be working only on a finite level n.
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Then arbitrary powers πx (x ∈ Q) are defined, with the usual rules holding. As the 
group log(C∗

∞) equals Q, we may split

C∗
∞

∼ = −→ πQ × U(C∞),

z �−→ (π− log z/d∞ , zπlog z/d∞)
(5.1.1)

where U(C∞) = {z ∈ C∞ | |z| = 1} is the unit sphere in C∞. For each z ∈ U(C∞), 
there exists a unique root of unity sgn(z) such that sgn(z)−1z is congruent to 1 modulo 
the valuation ideal of C∞, i.e., such that |sgn(z)−1z − 1| < 1. This gives a surjective 
homomorphism

sgn: U(C∞) −→ μ(C∞) (5.1.2)

to the group μ(C∞) of roots of unity in C∞. Let U (1)(C∞) be its kernel, the group of
1-units of C∞. We extend sgn to C∗

∞ by decreeing sgn(πx) = 1 for each x ∈ Q. Together, 
we find a decomposition

C∗
∞

∼ = −→ Q× μ(C∞) × U (1)(C∞)

z �−→ (− log z/d∞, sgn(z), 〈z〉),
(5.1.3)

where 〈z〉 := z · πlog z/d∞ sgn(z)−1 is the 1-unit part of z. Note that the component 
− log z/d∞ is intrinsic, while sgn(z) and 〈z〉 depend on the choice of π and its roots. We 
also observe

5.1.4. The decomposition (5.1.3) imposes the discrete topology to the factors Q and 
μ(C∞).

5.2. In what follows, we fix an A-lattice Λ ⊂ C∞ of rank r, and put for rational 
numbers N < N ′

ΛN,N ′ = ΛN ′ ∖ ΛN . (5.2.1)

For some a ∈ A of degree d > 0, choose a section s of the F-linear map Λ → Λ/aΛ, and 
let R := s(Λ/aΛ). We assume that N �Λ 0 and also

N ≥ C0 := max
x∈R

log x. (5.2.2)

Then

ΛN,N+d ×R
∼ = −→ ΛN+d,N+2d

(λ, x) �−→ aλ + x
(5.2.3)
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is bijective. Due to our assumptions,

log(aλ + x) = log a + log λ and sgn(aλ + x) = sgn(a) sgn(λ). (5.2.4)

Let

H(X) :=
∏
x∈R

(X − x) = Xqrd + hrd−1X
qrd−1

+ · · · + h0X (5.2.5)

be the F-linear polynomial corresponding to R. Its coefficients, being composed of ele-
mentary symmetric functions in the x, satisfy

log hi ≤ (qrd − qi)C0 (0 ≤ i < rd). (5.2.6)

For λ ∈ ΛN,N+d we find with easy (and omitted) estimates:

H(aλ)/(aλ)q
rd

= 1 + O(q−N ) (5.2.7)

(that is, there exists C1 > 0 such that the error term is ≤ C1q
−N .) Therefore, by (5.2.4),

∏
x∈R

〈aλ + x〉 = sgn(aλ)−qrdπqrd log(aλ)/d∞H(aλ) = 〈aλ〉qrd(1 + O(q−N )). (5.2.8)

Put

UΛ,N :=
∏′

λ∈ΛN

〈λ〉, UΛ,N,N ′ :=
∏

λ∈ΛN,N′

〈λ〉, and Uu,Λ,N :=
∏′

λ∈KΛ
λ≡u (modΛ)

logλ≤N

〈λ〉. (5.2.9)

Taking the product of (5.2.8) over λ ∈ ΛN,N+d yields

UΛ,N+d,N+2d = 〈a〉qrd#(ΛN,N+d)(UΛ,N,N+d)q
rd

(1 + O(q−N )). (5.2.10)

Now, as 〈a〉 and UΛ,N are 1-units, we see that

lim
k→∞

UΛ,N+kd,N+(k+1)d = 1 (5.2.11)

and thus limk→∞ UΛ,N+kd exists. One easily shows that neither the convergence nor the 
value of the limit depends on the shape N + kd of the sequence approaching ∞. Thus 
finally

UΛ := lim
N→∞

UΛ,N ∈ U (1)(C∞) (5.2.12)

is well-defined. With the same reasoning, we get for each u ∈ KΛ the existence of the 
limit
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Uu,Λ := lim
N→∞

Uu,Λ,N (5.2.13)

as an element of U (1)(C∞).

Proposition 5.3. 

(i) For each u ∈ KΛ, the limit Uu,Λ = limN→∞ Uu,Λ,N exists.
(ii) Uu,Λ depends only on the class of u modulo Λ.
(iii) For a lattice pair Λ ⊂ Λ′ ⊂ KΛ and v ∈ KΛ, the distribution relation

∏
u∈KΛ

u≡v (modΛ′)

Uu,Λ = Uv,Λ′ holds.

(iv) If c ∈ C∗
∞ then

Ucu,cΛ =
{
Uu,Λ (u / ∈ Λ)
〈c〉−1Uu,Λ (u ∈ Λ).

Proof. (i) has been shown, and (ii) and (iii) are then easy consequences. As to (iv): 
We have Ucu,cΛ = limN→∞〈c〉i(N)Uu,Λ with i(N) = #(ΛN ) in case u / ∈ Λ and i(N) =
#(ΛN ∖ {0}) in case u ∈ Λ. Now 〈c〉#(ΛN ) converges to 1, as #(ΛN ) is a power of q
growing with N . �

The proposition assures that for given ω ∈ Ψ, the rule f : (u, Y ) �→ Uuω,Yω is a 
distribution on Y with values in U (1)(C∞). It is motivated by m : V ∖ {0} → U (1)(C∞), 
m(x) = 〈xω〉.

6. Roots of unity

We would like to dispose of a similar distribution with values in μ(C∞) motivated by 
sgn(λ), where 0 �= λ ∈ Λ = Yω. This fails however, due to the lacking of an analogue of 
(5.2.11) for the sign function sgn.

6.1. For each subset S of C∞, define

sgn(S) := the subgroup of μ(C∞) generated by sgn(x), where 0 �= x ∈ S. (6.1.1)

If S is finite, then put

ε(S) :=
∏′

x∈S

sgn(x). (6.1.2)

Fix an A-lattice Λ ⊂ C∞ of rank r. We first observe:
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Proposition 6.2. sgn(Λ) is finite.

Proof. Let a ∈ A of degree d > 0 and N � 0 such that (5.2.3) is fulfilled. Proceeding as 
in 5.2, we find that sgn(ΔN+2d) is generated by sgn(ΛN+d) and sgn(A) = μw, the group 
of w-th root of unity, w = q∞ − 1. Now use induction. �

6.3. In what follows, we assume that N ∈ Q is large enough with respect to the lat-
tices Λ ⊂ Λ′, the choices of a ∈ A of degree d > 0, and of the system R of representatives 
for Λ/aΛ, and w.r.t. log u, so that, e.g., (5.2.3) and (5.2.4) apply.

Theorem 6.4. 

(i) The root of unity

εΛ := ε(ΛN )q
r
∞/ε(ΛN+d∞) (6.4.1)

is independent of N � 0 and therefore an invariant of Λ. For a multiple d of d∞,

ε(ΛN )q
rd

/ε(ΛN+d) = (εΛ)(q
rd−1)/(qr∞−1) (6.4.2)

holds. Further, for 0 �= c ∈ K,

εcΛ = εΛ. (6.4.3)

(ii) Define for u ∈ KΛ ∖ Λ

εΛ
u := εΛ

u,N :=
∏

λ∈KΛ
λ≡u (modΛ)

logλ≤N

sgn(λ)/ε(ΛN ). (6.4.4)

This is independent of N � 0, and an invariant of the class of u (mod Λ) and Λ. 
For 0 �= c ∈ K,

εcΛcu = sgn(c)εΛ
u . (6.4.5)

(iii) Let Λ ⊂ Λ′ ⊂ KΛ with another lattice Λ′ of rank r, and define

εΛ′|Λ :=
( ∏′

u∈Λ′/Λ

εΛ
u

)−1
= ε(ΛN )[Λ

′:Λ](ε(Λ′
N ))−1, (6.4.6)

where N is large enough. For v ∈ KΛ ∖ Λ′, we have
∏

u∈KΛ/Λ
u≡v (modΛ′)

εΛ
u · εΛ′|Λ = εΛ′

v . (6.4.7)
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(iv) Let wr := qr∞ − 1. Then

(εΛ′|Λ)wr = (εΛ)[Λ
′:Λ]/εΛ′

. (6.4.8)

Proof. (i) Choose a ∈ A of degree d > 0. From (5.2.3) and (5.2.4) we find

ε(ΛN+d,N+2d) = ε(ΛN,N+d)q
rd

. (6.4.9)

This implies that

ε(d) := ε(ΛN )q
rd

/ε(ΛN+d)

is independent of N � 0. Calculation shows that for di = deg ai (i = 1, 2),

ε(d1+d2) = ε(d2)(ε(d1))q
rd2 = ε(d1)(ε(d2))q

rd1
,

and so

(ε(d1))(q
rd2−1) = (ε(d2))(q

rd1−1). (6.4.10)

Now we choose a1, a2 such that gcd(d1, d2) = d∞ and apply 2.8 to get ε(d1) =
(ε(d∞))(qrd1−1)/(qr∞−1), where ε(d∞) = εΛ is an invariant of Λ. This shows (6.4.1) and 
(6.4.2), and (6.4.3) is obvious, as sgn(c) is a w-th root of unity (w = q∞ − 1) and 
qr∞ − 1 ≡ 0 (mod w).

(ii) Replacing the bound N by N + d∞, the newly appearing elements of the index 
sets of the numerator and of the denominator correspond to each other by λ ↔ λ − u. 
Since N > log u, we have sgn(λ) = sgn(λ − u), that is εΛ

u,N+d∞
= εΛ

u,N . This gives the 
independence on N ; the independence of the representative u (mod Λ) is obvious, and 
(6.4.5) comes out as the number of factors in the numerator of εΛ

u,N is one larger than 
the number of factors in the denominator ε(ΛN ).

(iii) By definition of εΛ
u ,

∏′

u∈Λ′/Λ

εΛ
u = ε(Λ′

N ∖ ΛN )ε(ΛN )1−[Λ′:Λ]

if N > max log u, where u runs through a system of representatives for Λ′/Λ∖ {0}, and 
the right hand side equals ε(Λ′

N ) · ε(ΛN )−[Λ′:Λ]. This gives the equality stated in (6.4.6), 
while (6.4.7) results from a straightforward calculation left to the reader.

(iv) Inserting (6.4.6), the wanted identity is equivalent with (� := [Λ′ : Λ]):

ε(ΛN )�wr

ε(Λ′
N )wr

=
ε(ΛN )qr∞·� · ε(Λ′

N+d∞
)

ε(ΛN+d∞)� · ε(Λ′
N )qr∞

for N � 0, and by canceling, with
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ε(ΛN )�

ε(Λ′
N ) = ε(ΛN+d∞)�

ε(Λ′
N+d∞

) .

But the latter are two different expressions for the same quantity εΛ′|Λ. �
Remarks 6.5. 

(i) (6.4.7) together with (ii) of the theorem states that, for fixed ω ∈ Ψ, the map 
g : (u, Y ) �→ εYω

uω is a derived distribution with values in μ(C∞), and is motivated by 
m : V ∖ {0} → μ(C∞), where m(x) = sgn(xω). And (6.4.8) asserts that its wr-th power 
G : (u, Y ) �→ (εYω

uω)wr is the derivative of the distribution F , where F (0, Y ) = εY and 
F (u, Y ) = G(u, Y )F (0, Y ) if u / ∈ Y .

(ii) One is tempted to ask if already g itself could be completed to a distribution like 
G = gwr , or if possibly a proper divisor n of wr does the job. This is actually the case for 
n = wr/(q − 1), as the discriminant Δ defined in Corollary 7.6, regarded as a modular 
form for ΓY = GL(Y ), has a (q−1)-th root hY as a holomorphic function on the Drinfeld 
space Ω = C∗

∞\Ψ ([2], [19]). These hY are well-defined up to (q − 1)-th roots of unity, 
and may be chosen in a manner consistent for all Y . We will not pursue that topic here.

7. Product expansions for discriminants and division points

7.1. We fix a lattice pair Y ′|Y in V = Kr and let ΔY ′|Y be the associated discrimi-
nant function as in (1.6.2), that is

ΔY ′|Y (ω) =
( ∏′

u∈Y ′/Y

dYu (ω)
)−1

. (7.1.1)

We also fix ω ∈ Ψ and put Λ := Yω, Λ′ = Y ′
ω, and ΔΛ′|Λ = ΔY ′|Y (ω). The following 

results will be intrinsic for Λ and Λ′ and independent from the presentation Λ = Yω, 
etc., which is only used to embed our current situation into the context of Sections 1
and 2.

From (7.1.1) and the definition of dYu (ω) = eYω (uω), we get

(ΔY ′|Y )−1 =
∏′

u∈Λ′/Λ

eΛ(u). (7.1.2)

Therefore, we first treat eΛ(u).

7.2. We have

eΛ(u) = lim
N→∞

eΛN (u)

with
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eΛN (u) = u
∏′

λ∈ΛN

(1 − u/λ) = u
∏′

λ∈ΛN

(
λ + u

λ 

)
=

∏
λ∈KΛ

λ≡u (modΛ)
logλ≤N

λ/
∏′

λ∈ΛN

λ, (7.2.1)

supposing that N � 0. Now we decompose the factors according to (5.1.3). This yields

eΛN (u) = π−kεΛ
u,NUu,Λ,N/U−1

Λ,N , (7.2.2)

where for N ≥ log u,

k = d−1
∞

( ∑
λ∈KΛ

λ≡u (modΛ)
logλ≤N

log λ−
∑′

λ∈ΛN

log λ
)
.

For N → ∞, k and εΛ
u,N become stationary, that is, for N � 0,

k = d−1
∞ [Z ′

u,Λ(1) − Z ′
Λ(1)] (7.2.3)

by Theorem 4.4(iii) and

εΛ
u,N = εΛ

u (7.2.4)

as defined in Theorem 6.4, while Uu,Λ,N → Uu,Λ and UΛ,N → UΛ.

7.3. Now we use the distribution properties of Z∗,∗, U∗,∗ and ε∗∗ to get2

∑′

u∈Λ′/Λ

(Z ′
u,Λ(1) − Z ′

Λ(1)) = Z ′
Λ′(1) − [Λ′ : Λ]Z ′

Λ(1), (7.3.1)

∏′

u∈Λ′/Λ

(Uu,ΛU
−1
Λ ) = UΛ′ · U−[Λ′:Λ]

Λ (7.3.2)

and

∏′

u∈Λ′/Λ

εΛ
u = (εΛ′|Λ)−1. (7.3.3)

This finally gives our principal result (part (iii) of the Main Theorem).

Theorem 7.4. Let Λ′|Λ be a lattice pair of rank r in C∞ and u ∈ KΛ ∖ Λ.

2 The reader will have noticed that the primes in 
∑′

, Λ′ and Z′
∗,∗ all have different meanings.
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(i) The value of the division point eΛ(u) of the Drinfeld module φΛ associated with Λ
is

eΛ(u) = π−kεΛ
uUu,ΛU

−1
Λ (7.4.1)

with k = d−1
∞ (Z ′

u,Λ(1) − Z ′
Λ(1)).

(ii) The value Δ(Λ′|Λ) of the discriminant (see 1.6) is given by

Δ(Λ′|Λ) = πkεΛ′|ΛU
[Λ′:Λ]
Λ U−1

Λ′ (7.4.2)

with k = d−1
∞ (Z ′

Λ(1) − [Λ′ : Λ]Z ′
Λ(1)).

Corollary 7.5. Let a ∈ A have degree d > 0. Then the usual discriminant ΔY
a (ω) of the 

Drinfeld module φYω is

Δa(Λ) = ΔY
a (ω) = πk sgn(a)(εΛ)(q

rd−1)/wrUqrd−1
Λ (7.5.1)

with k = d−1
∞ (1 − qrd)Z ′

Λ(1) and wr = qr∞ − 1.

Proof. This is the case of Theorem 7.4 where Y ′ = a−1Y . Here ΔY
a (ω) = aΔY ′|Y (ω) =

aΔ(Λ′|Λ), where Δ(Λ′|Λ) has the following components:

• πk, k = d−1
∞ (Z ′

a−1Λ(1) − qrdZ ′
Λ(1))

• εa
−1Λ|Λ

• Uqrd

Λ /Ua−1Λ,

and a splits as a = π− log a/d∞ sgn(a)〈a〉.
Now Z ′

a−1Λ(1) = Z ′
Λ(1) + log a by (4.3.2), the term log a cancels, and k in (7.5.1) is 

as stated.
Next, εa−1Λ|Λ = ε(ΛN )qrdε−1((a−1Λ)N ) for N � 0 by (6.4.6). Further, (a−1Λ)N =

a−1(ΛN+d), so

ε((a−1Λ)N ) = sgn(a)1−#(ΛN+d)ε(ΛN+d) = ε(ΛN+d),

as #(ΛN+d) − 1 is divisible by w = q∞ − 1, and

εa
−1Λ|Λ = ε(ΛN )q

rd

/ε(ΛN+d) = (εΛ)(q
rd−1)/wr

by (6.4.2). This gives the unit root part of (7.5.1). Finally, Uqrd

Λ /Ua−1Λ = 〈a〉−1Uqrd−1
Λ

by 5.3(iv). �
Corollary/Definition 7.6. There is a canonical discriminant Δ(Λ) with the property

Δa(Λ) = sgn(a)Δ(Λ)(q
rd−1)/wr (7.6.1)
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for 0 �= a ∈ A of degree d. It also satisfies the product formula

Δ(Λ) = πkεΛUwr

Λ (7.6.2)

with k = −d−1
∞ wrZ

′
Λ(1), and

the weight of Δ as a modular form is wr = qr∞ − 1. (7.6.3)

(This is item(i) of the Main Theorem.)

Proof. Let a, a′ be elements of A of respective degrees d, d′ and with gcd(d, d′) = d∞. 
By (2.8.1) applied to q′ = qr, we also have gcd(qrd − 1, qrd′ − 1) = qr∞ − 1 = wr. Now we 
apply (2.8.2) to the modular forms Δ̃a := sgn(a)−1Δa, Δ̃a′ := sgn(a′)−1Δa′ , of weights 
qrd − 1, qrd′ − 1, respectively, and, writing d∞ = xd + x′d′ (x, x′ ∈ Z), we define

Δ := Δ̃x
aΔ̃x′

a′ . (7.6.4)

Then (7.6.2) follows from (7.5.1), which also shows the independence of Δ from the 
choices of a, a′, x, and x′, as well as (7.6.1). Finally, (7.6.4) gives the weight wr for Δ, 
i.e., (7.6.3). �
Remark 7.7. In [19] we had defined Δ of weight wr, but it was well-defined only up 
to roots of unity. The same problem occurs in [2] Proposition 16.4, where Δ was also 
defined up to roots of unity. The present Δ is in so far canonical as it depends only on 
the sign function “sgn” restricted to K (or, what amounts to the same, the choice of the 
uniformizer π of K∞ modulo p2

∞, where p∞ is the valuation ideal in K∞), but not on 
the other choices made.

Corollary 7.8. The absolute values of the discriminants are as follows:

(i) |Δ(Λ′|Λ)| = qk, k = [Λ′ : Λ]Z ′
Λ(1) − Z ′

Λ′(1)
(ii) |Δa(Λ)| = qk, k = (qrd − 1)Z ′

Λ(1)
(iii) |Δ(Λ)| = qk, k = wrZ

′
Λ(1)

7.9. So far, we had Δ(Λ′|Λ) = ΔY ′|Y (ω), Δa(Λ) = ΔY
a (ω), Δ(Λ) = ΔY (ω) with 

a fixed ω ∈ Ψ. Now we allow ω to vary over Ψ. For H one of the factors Q, μ(C∞), 
U (1)(C∞) of C∗

∞ (see (5.1.3)), we let Maps(Ψ, H) be the group of H-valued functions on 
Ψ. The following hold since we know the corresponding properties argumentwise:

7.9.1. The map

Y∗ −→ Maps(Ψ,Q)

(u, Y ) �−→ log dYu (ω) = Z ′
uω,Yω

(1) − Z ′
Yω

(1)



E.-U. Gekeler / Journal of Algebra 667 (2025) 165–202 195

is a derived distribution, motivated by

V ∖ {0} −→ Maps(Ψ,Q).

x �−→ logxω

It is the derivative of the distribution

Y −→ Maps(Ψ,Q)

(u, Y ) �−→ Z ′
uω,Yω

(1).

7.9.2. Second,

Y −→ Maps(Ψ, U (1)(C∞))

(u, Y ) �−→ Uu,Y

is a distribution, and is motivated by x �→ 〈xω〉.

7.9.3. Third,

Y∗ −→ Maps(Ψ, μ(C∞))

(u, Y ) �−→ εYω
uω

is a derived distribution motivated by x �→ sgn(xω). Its wr-th power (u, Y ) �→ (εYω
uω)wr

is the derivative of a distribution.
We put these together to the next result (item (ii) of the Main Theorem).

Corollary 7.10. Let O(Ψ)∗ be the group of invertible holomorphic functions on the Drin-
feld space Ψ = Ψr. Then the map

F : Y −→ O(Ψ)∗

(u, Y ) �−→
{

(dYu )wrΔY (u / ∈ Y )
ΔY (u ∈ Y )

is a distribution with derivative G : (u, Y ) �→ (dYu )wr . G is motivated by m : V ∖ {0} →
O(Ψ)∗, x �→ (xω)wr .

7.11. A heuristic consideration

We would like to regard the product formula (7.6.2) for Δ (and similarly, the formula 
(7.4.1) for eΛ(u)) in Euler’s style as a formula
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?Δ(Λ) =
∏′

λ∈Λ 
λwr? (7.11.1)

and accordingly for eΛ(u). A first attempt to endow it with some reason was to replace 
it by

?Δ(Λ) = lim
N→∞

∏′

λ∈ΛN

λwr?, (7.11.2)

and to split the latter into components according to (5.1.3). This works perfectly for the 
1-unit part , in view of Proposition 5.3; that is, the 1-unit part of (7.11.2) is true. It 

works less smoothly for the absolute value part , since limN→∞
∑′

λ∈ΛN

log λ doesn’t 
exist. But at least,

lim
N→∞

( ∑′

λ∈KΛ
λ≡u (modΛ)

logλ≤N

log λ−
∑′

λ∈ΛN

log λ
)

exists and equals d−1
∞ (Z ′

u,Λ(1) − Z ′
Λ(1)) by (4.4.2). Then limN→∞

∑′

λ∈ΛN

log λ is as-
signed the value Z ′

Λ(1) through the distribution property of Z ′
∗,∗(1). Note that this eval-

uation resembles the procedure of analytic continuation. Finally, for the unit root part , 
we have to slightly alter

∏′

λ∈ΛN

sgn(λ)wr =
( ∏′

λ∈ΛN

sgn(λ)q
r
∞
)
/
∏′

λ∈ΛN

sgn(λ)

to
( ∏′

λ∈ΛN

sgn(λ)q
r
∞
)
/

∏′

λ∈ΛN+d∞

sgn(λ) (N � 0)

in order to get the correct value εΛ for the unit root part of formula (7.6.2). Together, 
it seems justified to regard (7.6.2) as a regularized product like (7.11.1) over Λ.

8. The case A = F[T ]

As an example for the preceding, we now restrict to the most important case where 
the curve C in 1.2 is the projective line and ∞ the usual place at infinity, and so the 
Drinfeld ring A is a polynomial ring F[T ] as in 1.2.2.

Here, the corresponding distributions for r = 1 (related to the Carlitz module and its 
division points) have already been studied 1974 by Hayes [22] and 1980 by Galovich and 
Rosen [8]. In the case r = 2 there is a large amount of work about the corresponding 
modular forms, starting 1980 with [20] and [9], [11], [10], [13], and since then continued 
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by many authors. The higher rank case r > 2 has become a topic of serious research 
only about 2017 with a series of preprints [3], [4], [5] by Basson, Breuer and Pink (which 
now are to appear in [2]) and the ongoing series “On Drinfeld modular forms of higher 
rank I, II, . . . ” by the present author [15], [18], [19]. Actually it was the desire to find a 
common framework for the distributive aspects of these (and other) papers that led to 
the present work.

8.1. Assume r = 1 . As each lattice Y in V = K = F(T ) is free of rank 1 of shape Ay, 
we may replace the distribution domain Y by Y = K/A and the distribution property 
(2.1.2) by

∑
u∈K/A

u≡v (mod n−1A)

f(u) = f(v) for 0 �= n ∈ A. (8.1.1)

This is the point of view of [8]. We take π = T−1 as uniformizer at infinity, sgn(a) =
leading coefficient of a ∈ A as a polynomial in T . The Z-function is

ZA(S) = (q − 1)
∑
i≥0 

(qS)i = (q − 1)/(1 − qS)−1. (8.1.2)

For 0 �= u ∈ K/A, represented by a/n with (a, n) = 1, a, n ∈ A with n monic and 
0 ≤ d := deg a < degn, we have

Zu,A(S) = Sd−degn + ZA(S), (8.1.3)

and so

Z ′
A(1) = q/(q − 1), Z ′

u,A(1) = q/(q − 1) + d− degn. (8.1.4)

Inserting these into the formulas of the last section, we get expressions for the sizes of 
dAu (1) = eA(u) and ΔA(1) = Δ(A). Let π be the period of the Carlitz module (well-
defined up to a (q − 1)-th root of unity), so that Aπ = Aπ is its period lattice.3 By the 
general formalism

dAu (π) = πdAu (1) (8.1.5)

is the corresponding division point of the Carlitz module and

ΔA(π) = π1−qΔA(1) = 1 (8.1.6)

by definition of the Carlitz module. We find from (7.5.1)

3 π should not be confused with π = uniformizer at ∞ = T−1 (here).
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πq−1 = ΔA(1) = πkεAUq−1
A , (8.1.7)

where k = (1 − q)Z ′
A(1) = −q, εA = −1 and UA = limN→∞

∏′
a∈A

deg a<N

〈a〉, 〈a〉 =

sgn(a)−1T− deg ad, which agrees with the formulas in [12] IV 4.10 or [13] 4.11. Similarly, 
for the division points,

log dAu (π) = log π + log dAu (1)

= q

q − 1 + (Z ′
u,A(1) − Z ′

A(1)) = Z ′
u,A(1) = q

q − 1 + d− degn,
(8.1.8)

in accordance with the values given, e.g., in [8] or [12] IV 4.13.

8.2. Now we consider the case where r = 2 . We restrict to demonstrate how |Δ(ω)|
and |dYu (ω)| or rather their logarithms for Y = A2 may be computed from our general 
results. For this we assume that ω ∈ Ψ2 actually belongs to Ω2 = {(ω1, ω2) ∈ Ψ2 | ω2 =
1}, i.e., that ω = (ω, 1) with ω ∈ C∞ ∖ K∞. This is the usual framework of Drinfeld 
modular forms of rank 2 for the group Γ = GL(2, A) as described, e.g., in [13]. Moreover, 
we assume that ω belongs to the fundamental domain F for Γ,

F = {ω ∈ C∞ ∖K∞ | |ω| = |ω|i ≥ 1}, (8.2.1)

where |ωi|i := infx∈K∞ |ω − x|. Now the logarithms of the invertible functions Δ(ω) and 
dYu (ω) depend only on logω and interpolate linearly from integer values of logω. (This 
has been known for long time by results of van der Put, and has been generalized to 
higher ranks in [18] Theorems 2.4 and 2.6.) Therefore we may assume that

ω ∈ F� := {ω ∈ C∞ ∖K∞ | |ω| = |ω|i = q�} (8.2.2)

with � ∈ N0 = {0, 1, 2, . . . }. Let Λ be the lattice Yω = Aω + A ⊂ C∞. Due to (8.2.2),

ZΛ(S) = (q − 1)1 − (qS)�

1 − qS
+ (q2 − 1) (qS)�

1 − q2S
. (8.2.3)

Let 0 �= u = n−1(a1, a2) ∈ n−1Y , a1, a2, n ∈ A, d1 = deg a1, d2 = deg a2, d1, d2 < degn, 
u := uω = n−1(a1ω + a2). Then

log u =
{
� + d1 − degn, if d2 ≤ d1 + �,

d2 − degn, if d2 > d1 + �
(8.2.4)

(note that always log u < �) and therefore

Zu,Λ(S) =
{
ZΛ(S) + (qS)logu − (q − 1)

∑
0≤i<log u(qS)i, if log u ≥ 0,

ZΛ(S) + Slogu, if log u < 0.
(8.2.5)



E.-U. Gekeler / Journal of Algebra 667 (2025) 165–202 199

We find

Z ′
Λ(1) = q2 + q − q�+1

q2 − 1 
(8.2.6)

and

Z ′
u,Λ(1) − Z ′

Λ(1) = q

q − 1(qlogu − 1) =
{

q
q−1 (q�+d1−degn − 1), if log u ≥ 0,
log u, if log u < 0.

Finally, from Theorem 7.4 and its corollaries,

log Δ(ω) = q2 + q − q�+1 (8.2.7)

and

log dYu (ω) =
{

q
q−1 (q�+d1−degn − 1), if log u ≥ 0,
log u, if log u < 0,

(8.2.8)

for ω ∈ F�, u = n.1(a1ω + a2).
The first of these, (8.2.7), has been found in [14] Theorem 2.13, using a difficult 

argument involving the van der Put transform of Δ and its Fourier coefficients. To the 
author’s best knowledge, (8.2.8), although known to him for quite some time, is so far 
nowhere published.

If a1 = 0, then always log u = d2 − degn < 0, and log dYu (ω) = d2 − degn is constant 
along F0, F1, F2, . . . If a1 �= 0 then for � ≥ d2 − d1, the first case of (8.2.4) prevails, and 
if moreover � ≥ degn − d1, then log dYu (ω) is given by the first formula of (8.2.8), and 
grows very fast with �.

8.3. We conclude this set of examples with the case r = 3 , where we restrict to give 
formulas for log Δ(ω). The situation, although considerably more complex, is analogous 
with the just considered case r = 2. Again we assume that ω = (ω1, ω2, ω3) lies in the 
fundamental domain F = F3 of Γ = GL(3, A). That is

ω1, ω2 and ω3 = 1 are orthogonal (see 4.5.5) and |ω1| ≥ |ω2| ≥ 1. (8.3.1)

Moreover, still because of [18] Theorems 2.4 and 2.6, we assume that ω lies above a 
vertex of the Bruhat-Tits building, which here means that

a := logω1 and b := logω2

are integers. For such ω, let Λ = Yω = Aω1 ⊕Aω2 + A ⊂ C∞. We distinguish the cases

(1) a = b = 0; (2) a > b = 0; (3) a = b > 0; (4) a > b > 0. (8.3.2)



200 E.-U. Gekeler / Journal of Algebra 667 (2025) 165–202 

Case (1) a = b = 0 Here the Z-function is ZΛ(S) = (q3 − 1)/(1 − q3S), which gives

log Δ(ω) = q3. (8.3.3)

This is well-known and could be seen by bare eye.
Case (2) a > b = 0 Here for N ∈ N0,

dimF ΛN = 2(N + 1) if N < a and 3(N + 1) − a if N ≥ a.

This implies

ZΛ(S) = (q2 − 1)(q2S)a − 1
q2S − 1 

+ (q3 − 1) (q2S)a

1 − q3S

and we find

log Δ(ω) = (q3 − 1)Z ′
Λ(1) = q2a+3 − (q3 − 1)q2 q

2a − 1
q2 − 1 

. (8.3.4)

Case (3) a = b > 0 We have for N ∈ N0

dimF ΛN = N + 1 if N < a and 3(N + 1) − 2a if N ≥ a,

and so

ZΛ(S) = (q − 1)(qS)a − 1
qS − 1 

+ (q3 − 1) (qS)a

1 − q3S
,

which gives

log Δ(ω) = (q3 − 1)Z ′
Λ(1) = q3 − (qa − 1)(q2 + q). (8.3.5)

Case (4) a > b > 0 The dimension of ΛN is given by dim ΛN = N + 1, 2(N + 1)− b, 
3(N + 1) − a− b if N < b, b ≤ N < a, N ≥ a, respectively. We obtain

ZΛ(S) = (q − 1)(qS)b − 1
qS − 1 

+ (q2 − 1)(qS)b (qS)a−b − 1
q2S − 1 

+ (q3 − 1)qa−b (qS)a

1 − q3S

and thus

log Δ(ω) = (q3 − 1)Z ′
Λ(1) (8.3.6)

with the above ZΛ(S) (we omit to write it out).
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8.4. A few of the values of log Δ(ω) for ω ∈ F = F3 had already been calculated, with 
great pain, in [15] (combine Figure 3 with Theorem 4.13 [15]) in form of its increments 
on the Bruhat-Tits building. Luckily, these agree with the values obtained above!

It is an exercise in intelligent notation to write down a general formula for log Δ(ω), 
where ω ∈ Fr lies above a vertex in the fundamental domain of the Bruhat-Tits building 
BT r, or to write a computer program. Similarly, it isn’t but a matter of patience to work 
out Zu,Λ(S) for u = uω and u ∈ Kr/Ar, where r ≥ 2 is general, and thereby to get 
closed expressions for log dAr

u (ω) in the style of (8.2.8).
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